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ABSTRACT
Paid platforms like Mechanical Turk are popular for recruiting play-
ers for playtesting and experiments. However, it is unclear if paid
players have similar behavior or experiences as volunteers (i.e. play-
ers recruited for free through banner ads or game portals). In this
work, we studied the impact of recruitment within human compu-
tation games, using two experiments. First, we compared voluntary
recruitment versus paid recruitment with different compensation
levels. We found that the highest paid players completed more lev-
els (i.e. achieved a higher volume of completed tasks) and reported
greater engagement than both volunteers and players paid less
while volunteers completed levels of higher difficulty (i.e. achieved
a higher quality of completed tasks) than paid players. Additionally,
we also varied both recruitment strategy and the game’s design and
found no interaction effects, suggesting that while differences exist
between volunteer and paid players, experimental changes do not
impact those players differently.
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1 INTRODUCTION
Paid crowdsourcing platforms, such as Amazon’s Mechanical Turk
(MTurk) and CrowdFlower, are growing increasingly popular for
recruiting participants for various forms of research. Recently, this
approach has spread to recruiting participants for online games, for
purposes such as playtesting, design experiments, and games user
research. Paid online recruitment of players offers many advantages,
including speed, ease, and scale. However, it is possible that the
behaviors and motivations of participants who are paid to play a
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Figure 1: Example tutorial level in Paradox, the human com-
putation game used in this work.

game online may differ from those who are not paid to play—those
who “volunteer” to play the game, through banner ads, web search,
social media postings, and so forth. Often, it is these volunteer
recruited players who we wish to understand, but it is the paid
recruited players who end up being studied.

Therefore, we wanted to compare the impact of the recruitment
strategy—either paid or volunteer—on the player’s engagement and
subjective experience. In particular, we examined the context of
human computation games or HCGs, such as Paradox (Figure 1).
These are games that tackle computationally challenging problems
by utilizing the collective abilities of large numbers of human play-
ers recruited through either paid crowdsourcing platforms or as
volunteers, via banner ads and game portals. Though such games
have found success in leveraging the skills of players in a variety
of domains [1, 9, 13, 15, 18, 32, 33], the specific advantages and
disadvantages of one recruitment strategy over the other (i.e. paid
versus volunteer) are not well understood.

While some previous work [19] has studied the differences be-
tween players recruited using payment and those recruited as vol-
unteers, it has primarily done so within the context of annotation-
based crowdsourcing tasks rather than that of HCGs. Moreover,
such studies have focused mostly on analyzing the differences be-
tween paid and volunteer recruitment in terms of task completion
and quality rather than player engagement rates.

Thus, we sought to answer the following research questions:
• RQ1: Does recruitment strategy impact participant behavior
and experience in HCGs?

• RQ2: Does recruitment strategy impact how changes to the
game affect participant behavior and experience in HCGs?

https://doi.org/10.475/123_4
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To approach this, we carried out two experiments to study the
amount and difficulty of game levels (corresponding to human
computation tasks) completed by participants recruited through
both volunteer and paid means in the HCG Paradox (a screenshot is
shown in Figure 1), while also measuring player experience through
measures informed by self-determination theory. Note that we
draw the distinction between volunteer recruitment and voluntary
participation, since, in this work, player participation after they had
been recruited was voluntary—that is, they could stop playing at
any time—regardless of how they were recruited.

In the first experiment, we looked only at recruitment strategy,
comparing volunteer recruitment to two levels of compensation for
paid recruitment. We found that the highest paid players attempted
and completed a greater number of levels and also reported higher
measures of engagement than both volunteers and the lesser paid
players. Further, we found volunteers to complete levels of higher
difficulties than the players recruited via payment. These findings
suggest that paid recruitment might be preferred if the primary
goal is volume of completed tasks while volunteer recruitment may
be a better strategy if the goal is obtaining the highest possible
quality or difficulty of completed tasks. Additionally, while a far
lower percentage of volunteers completed the exit game survey as
compared to the paid players, the number of levels attempted and
completed were similar for volunteers and the lesser paid players,
suggesting that these two types of players tend to behave similarly
with respect to task volume.

In the second experiment, we examined if paid players and vol-
unteers were affected differently by modifying the design of the
game. To that end, we introduced a twenty-second loading delay
prior to each level and performed a 2x2 between-subjects experi-
ment to check for possible interaction effects between payment and
delay. Our experiment yielded no such interaction effects. Although
measures impacted by delay were different in absolute terms, the
relative impact was similar regardless of recruitment. This result,
along with the findings of our first experiment, combine to sug-
gest that while player behavior and experience tend to be affected
based on whether they are paid or not, there was no evidence that
changing the game’s design influences these players differently.

2 RELATEDWORK
2.1 Paid Recruitment in Games
Several recent studies of games have recruited online players by
paying them (most commonly through MTurk), and then used mea-
sures of those players’ later voluntary participation to evaluate
game designs. Khajah et al. [14], for example, considered this “vol-
untary time on activity” as a measurement of engagement used in a
Bayesian optimization scheme. Sarkar et al. [29] similarly used paid
recruitment of players, and then measured behavioral engagement
as the time and number of levels attempted and completed. Sharek
and Weibe [30] evaluated different game designs, informed by flow
theory, using paid players. The players had to play for a required
amount of time, after which they could continue playing if they
wanted; players had to click a button to check if they had played for
the required amount of time. The additional voluntary time played
was examined, as well as how often players clicked to check the
clock.

Further, Birk and Mandryk [3] have recently proposed paid
crowdsourcing as a general approach to evaluating player experi-
ence, and other recent work has used paid recruitment for a variety
of purposes to better understand players. Weibe et al. [34] paid to
recruit participants for the investigation of the User Engagement
Scale survey; Birk et al. [4] paid to recruit participants to understand
the interaction of age with a wide range of game experience-related
surveys. Paid recruitment of players has also recently been used to
gather gameplay data sets for further analysis [28, 35]. Companies
such as PlaytestCloud [24] offer on-demand, paid crowdsouring
for game playtesting and evaluation surveys, including video of
players.

2.2 Comparisons to MTurk
A body of work has performed comparisons of participants re-
cruited through MTurk, seeking to compare them to other popula-
tions, either to understand the differences or validate MTurk as a
recruitment technique. This includes comparing MTurk workers
to experts and traditional subject pools [20] or comparing them to
the general public in terms of scientific knowledge [8]. A number
of studies have sought to compare experimental results obtained
through MTurk to results obtained in traditional laboratory studies.
Generally, these studies have observed that results are comparable
between MTurk and the laboratory in areas such as cognitive be-
havioral experiments [10], organizational psychology surveys [2],
judgment and decision-making [23], and acceptability judgments
[31].

Two recent studies in particular are closely related to our work,
in that they compare paid and volunteer recruitment. Krause and
Kizilcec [16] compared performance of volunteers in a human com-
putation game to that of paid workers in a more traditional crowd-
sourcing task, also examining task complexity. In the more complex
task, they found that volunteer players did higher quality work
than paid workers. Mao et al. [19] compared volunteer and paid
crowdsourcing in the same online citizen science task. They found
that, with proper incentives, paid crowd workers could achieve
comparable accuracy to volunteers working on the same task, and
perhaps even work at a faster rate. Our work complements these
two, in that we varied the strategy used to recruit participants, but
had them play the same human computation game.

2.3 Self-Determination Theory
Self-determination theory (SDT) [26, 27] is a theory of motivation
that states that individuals are motivated to perform activities that
supply three innate psychological needs—autonomy, competence
and relatedness. Furthermore, the theory distinguishes between two
types of motivation, namely, intrinsic and extrinsic. While intrin-
sic motivation is said to be experienced when individuals perform
tasks for the inherent satisfaction present in them rather than for
some separate, external outcome, extrinsic motivation is experi-
enced when individuals are motivated to perform activities in order
to attain precisely such a separable outcome. While intrinsic moti-
vation, by definition, is better able to satisfy the aforementioned
needs, due to being borne out of an individual’s self-interest, SDT
suggests that extrinsic motivation can vary in the degree to which
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Figure 2: Participant recruitment and experiment flow.

it is autonomous and therefore the extent to which it fosters inter-
nalization within the individual. With higher internalization comes
a higher quality of engagement, according to the theory.

In this work, volunteers were recruited through a banner ad on
a website for Foldit, another HCG. Thus, we may infer that the
volunteers were drawn from a pool of individuals who were in-
herently interested in playing HCGs. In contrast, the paid players
were recruited using MTurk, a popular crowdsourcing platform
where workers are often motivated by payment (although other
motivations such as enjoyment and meaningfulness have been
demonstrated [7, 12]). Using the lens of SDT, we can hence argue
that players recruited as volunteers and those recruited via payment
are intrinsically and extrinsically motivated respectively. However,
in our experiment, though the recruitment was either voluntary or
paid, participation in the actual task was voluntary in both cases.
Specifically, even for paid recruits, the actual performance of the
HCG tasks was optional (as described in the following sections).
Thus, though all players recruited through payment were, by defini-
tion, extrinsically motivated, we can argue that those that continued
to play the game despite already being remunerated, internalized
more closely with the task and thus possibly experienced levels
of engagement comparable to volunteers who were theoretically
intrinsically motivated. This informed our decision to conduct a
post-game Intrinsic Motivation Inventory (IMI) survey in order to
track players’ self-reported measures of engagement.

3 GAME DESCRIPTION
In our experiments, we used the human computation game Paradox.
The game has been described in more detail elsewhere [11, 29], but
for the purposes of our experiments, the key aspects of the game
are:
• It is a human computation puzzle game, based on the MAX-SAT
problem.

• It is divided into levels, each of which the players can either skip
entirely or complete by reaching a goal score. In the version
used in this work, any level can be skipped.

• It starts players in a tutorial, which serves players a fixed se-
quence of nine tutorial levels intended to teach gameplay.

• After finishing the tutorial, players are served challenge levels in
a dynamic fashion. Each challenge level has a rating estimating
its difficulty—higher the level rating, higher is the difficulty of
that level.

Figure 3: The banner ad used for volunteer recruitment.

• Players receive a rating based on the levels they complete or
skip—a higher player rating generally means more difficult
levels were completed.

4 EXPERIMENT FLOW
The flow through the experiments is shown in Figure 2. The ex-
periment flow was set up in this way so that, after recruitment,
participants were given an identical flow through the experiments
from the game instructions page forward.

4.1 Recruitment
In our experiments, we used two approaches to recruit participants:
a banner ad for volunteer recruitment and MTurk for paid recruit-
ment. Participants were recruited by one of these strategies.

Banner Ad Recruitment
Volunteer recruitment of participants took place using a banner ad,
shown in Figure 3, on the front page of the website for the game
Foldit1. Foldit is a human computation game, and visitors to the site
may be interested in trying out other human computation games.
Clicking on the banner ad would bring participants to an online
consent form tailored to volunteer participation. After agreeing,
they would go to the instructions page.

Mechanical Turk Recruitment
Paid recruitment of participants took place using MTurk. A Human
Intelligence Task (HIT) was posted on MTurk as follows:

Title: Human Computation Puzzle Game
Description: Play a puzzle game derived from a real-world
problem. You need Adobe Flash Player 10.0 or greater to play.
Keywords: survey, game, play, puzzle
Payment differed based on the experiment (described below).

The HIT itself was simple, consisting of a link and a text box to
enter a payment code (a common HIT setup). Following the link
would bring participants to an online consent form tailored to paid

1https://fold.it/
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participation. After agreeing, they would be taken to another page
with the payment code. At this point, participants could enter the
code in the HIT and receive payment, regardless of if they even
played the game or not. To reinforce that playing was voluntary, the
payment code page noted that “playing the game and completing
the post-game survey are both optional and you will get credit as
long as you enter the above code in the required field, even if you
don’t play the game or complete the survey.” At this point, a link
from the payment code page took participants to the instructions
page. As MTurk participants received their payment code before
playing the game, any participation in the game at that point was
essentially voluntary, although they were recruited using payment.

We would like to note that although the MTurk payment to
participants may seem low, participants did not have to do anything
to receive their payment other than enter the payment code and
received the payment code before starting the game. Existing work
has shown that MTurk workers are motivated by more than just
making money and may spend time on HITs they enjoy [12, 21]. In
the HITs we ran, approximately 79% of all paid participants who
entered the payment code proceeded to play the game, with the
remainder just taking the payment. One participant even contacted
us to note, “a requester on mturk giving away free money-that truly
is a paradox!”

4.2 Game and Survey
From the instructions page on, the experiment flow was identical
for all participants, regardless of how they were recruited. The
instructions provided were:

There are three stages to the game.
1. Play through the tutorial levels.
2. Try to complete as many challenge levels as you can!
3. Go to the survey and complete it.

You can exit the game any time during the tutorial and chal-
lenge levels via the ‘Go to Exit Survey’ button which will take
you to the end of game survey.
From the instructions page, participants proceeded to the game.

At any point in the game, they could choose to exit the game and
be taken to the survey.

4.3 Measurements
In the experiments, we measured the behavioral engagement [5, 25]
for each participant using the following variables:

For all participants:
• Play Time: The total time spent playing the game (in tutorials
and challenges), from when the player started playing to when
they stopped, in seconds.

• Levels Attempted: The total number of levels (tutorial and chal-
lenge) attempted by a player, where they made at least one
move.

• Levels Completed: The total number of levels (tutorial and chal-
lenge) completed by a player, where they reached the target
score for that level.

We also examined, for participants who attempted the challenge
levels (as participants were not assigned a rating until that point):
• Player Rating: The player’s rating upon completing the HIT.
• Highest Level Rating: The highest rating of any level completed
by the player (set to 0 if a player failed to complete any levels).

In addition to measuring behavioral engagement by means of the
above variables, we also wanted to see if varying recruitment strat-
egy tapped into intrinsic and extrinsic motivational factors as de-
fined by self-determination theory, as discussed previously. Hence,
we conducted a post-game Intrinsic Motivation Inventory (IMI)
survey [27] in order to gauge players’ self-reported measures of
subjective experience. We used the following subscales of IMI, for
participants who completed the survey:
• Interest/Enjoyment: Percentage on scale of 7 to 49.
• Perceived Competence: Percentage on scale of 6 to 42.
• Perceived Choice: Percentage on scale of 7 to 49.
• Effort/Importance: Percentage on scale of 5 to 35.
We used all questions for each of the above subscales. The sub-

scales consisted of 5 to 7 questions each, with each question being
scored from 1 to 7. The primary self-reported measure of intrinsic
motivation is Interest/Enjoyment. The subscales of Perceived Com-
petence and Perceived Choice are additional positive indicators of
self-reported motivation with Effort/Importance, as the name sug-
gests, acting as a self-reported measure of the amount of effort that
the player put into the task.

To prevent potentially double-counting participants, we used
hashed IP addresses to determine if a participant had previously
played the game. For our analyses, if thereweremultiple playthroughs
associated with an IP address, we considered data from only the
first of these playthroughs i.e. the first time the player with that IP
address played through the game.

5 EXPERIMENT 1:
RECRUITMENT STRATEGY

The goal of the first experimentwas to explore the research question:
Does recruitment strategy impact participant behavior and experience
in HCGs?

5.1 Setup
The first experiment had a between-subjects design, with three
conditions, and each participant being recruited using one of the
following three settings for recruitment strategy:
• BANNER - Volunteer players recruited through the banner ad.
• MTURK-SM - Paid players recruited throughMTurk, with a smaller
HIT payment of $0.10

• MTURK-LG - Paid players recruited through MTurk, with a larger
HIT payment of $1.00.

5.2 Results
A total of 177 players were recruited through the banner ad while
225 players completed the HIT under each payment condition,
with 162 and 194 proceeding to play the game for the smaller and
larger payment, respectively. Relatively few players made it to
attempting the challenge levels. Also, there was a large disparity
in the proportion of players who completed the survey based on
recruitment, with very few of those coming from the banner ad, and
many coming from MTurk, completing the survey. The counts for
the number of players who completed each stage of the experiment,
under each recruitment strategy, are given in Table A1.

For our analyses, we performed non-parametric tests since the
data was not normally distributed as determined by the Shapiro-
Wilk test. We first performed an omnibus Kruskal-Wallis test to look
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Exp. 1 Summary BANNER MTURK-SM MTURK-LG

BANNER different from MTURK-SM and MTURK-LG

Player Rating 1808 1509 1636
Highest Level Rating 1625 1222 1367

MTURK-LG different from BANNER and MTURK-SM

Levels Attempted 3 3 4

Effort/Importance 46% 63% 74%

MTURK-LG different from MTURK-SM

Levels Completed 3 3 4

Interest/Enjoyment 53% 56% 65%

Perceived Competence 43% 48% 60%

No differences

Play Time 133s 132.5s 182s
Perceived Choice 88% 79% 80%

Table 1: For experiment 1, summary table of differences
across experimental conditions. Median values are given.
Survey variables reported as percentage of maximum pos-
sible value. Cell shading indicates values involved in post-
hoc differences.

for significant differences across all three recruitment strategies
for each of the previously mentioned variables. If such differences
were found, we proceeded to perform post-hocWilcoxon Rank-Sum
tests, with a Bonferroni correction, to check for pairwise significant
differences. Results of these analyses are reported in Table A2. We
include results with borderline significance (α = .1).

We found significant differences across all conditions for Lev-
els Attempted, Levels Completed, Player Rating, Highest Level Rat-
ing, as well as three of the four survey variables, namely, Inter-
est/Enjoyment, Perceived Competence and Effort/Importance. The
variables for which no cross-condition significant difference was
observed were Perceived Choice and Play Time. A summary of pair-
wise analyses between conditions, along with median values for
each of the variables (represented as percentages of maximum value
for survey variables) is given in Table 1.

Formeasures pertaining to player skill and level difficulty, namely,
Player Rating and Highest Level Rating, BANNER outperformed both
MTURK-SM and MTURK-LG. For measures related to the quantity of
levels attempted and completed, MTURK-LG performed the best, do-
ing significantly better than the other two conditions in terms of
Levels Attempted and better than MTURK-SM in terms of Levels Com-
pleted. Additionally, MTURK-LG also did the best in terms of the
survey variables for which differences were observed.

6 EXPERIMENT 2:
RECRUITMENT STRATEGY VS. DELAY

The goal of the second experiment was to explore the research
question: Does recruitment strategy impact how changes to the game
affect participant behavior and experience in HCGs?

To test the effect of a change in our game, wewanted to introduce
a change that was broadly applicable to many games, simple to

Figure 4: Screenshot of the game during the loading delay.

implement, and likely to have an effect on players’ experience.
Thus, we chose to add an artificial loading delay between levels.
Delays have long been known to degrade the user experience and
it has been observed that delays of over 10-15 seconds can lead to
disengagement [6, 22]. Also, such “temporal interruptions” of 30
seconds have been found to impact performance in crowdsourcing
tasks on MTurk [17]. For this work, we used a delay of 20 seconds—
long enough to likely cause disengagement, but not so long as to
make the game completely unplayable. During this delay, a loading
icon appeared over the game, and the participant had to wait until
the delay was over to begin the next level. A screenshot of the game
during the delay, with the loading icon up, is shown in Figure 4.

Since the delay introduced additional time between levels, there
was the potential for this to artificially increase the time spent
playing since if participants played the same number of levels, it
would take longer under the delay condition (though, as we note
below, this was not the case). We did not remove the time spent
during the delay from Play Time.

6.1 Setup
The second experiment had a 2x2 between-subjects design, with
four conditions in total. Settings for recruitment strategy were as
follows:
• BANNER - Volunteer players recruited though the banner ad.
• MTURK-LG - Paid players recruited through MTurk, with a HIT
payment of $1.00. For this experiment, we used the larger pay-
ment from the first experiment, as it had a larger difference
from volunteer recruitment in the first experiment, and paid
better.

Settings for delay were as follows:
• DELAY - An artificial loading delay of 20 seconds was added
between levels.

• NO-DELAY - No artificial loading delay was added.

6.2 Results
For the second experiment, 260 participants were recruited using
the banner ad, while 300 players completed the HIT, with 244 pro-
ceeding to play the game. Each of the paid players and volunteers
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was randomly assigned into one of the two delay conditions. Simi-
lar to experiment 1, relatively few players attempted the challenge
levels, and only a few of the participants coming from the banner
ad, though many coming from MTurk, completed the survey. The
counts for the number of participants who completed each stage of
the second experiment, are given in Table A3.

Since this experiment had a 2x2 design with non-normally dis-
tributed variables (again determined by the Shapiro-Wilk test), we
used the Aligned Rank Transform (ART) for analysis [36]. ART
transforms data for subsequent application of factorial ANOVA;
this allows non-parametric analysis of main and interaction effects.
In this case, the multiple factors were recruitment strategy and de-
lay. The results of these analyses are given in Table A4. We include
results with borderline significance (α = .1).

We observed no interaction effects between recruitment strategy
and delay for any of the response variables. The main effect of both
recruitment strategy as well as of delaywas significant on Play Time,
Levels Attempted and Levels Completed, whereas the main effect
of only recruitment strategy was significant on Player Rating and
Effort/Importance. No differences were observed for Highest Level
Rating or any of the other survey variables. These results, alongwith
median values for each setting of the two experimental variables,
are summarized in Table 2. Table 3 further shows medians for all
conditions for the variables that had main effects of delay.

7 DISCUSSION
7.1 Experiment 1
Results for the first experiment helped answer RQ1: Does recruit-
ment strategy impact participant behavior and experience in HCGs?
These results demonstrate that recruitment strategy does indeed
impact both player behavior as well as their self-reported subjec-
tive experience, with each recruitment method offering its own
benefits. Specifically, among all players who attempted at least one
of the challenge levels, players recruited voluntarily (i.e. under the
BANNER condition) significantly outperformed players recruited us-
ing either level of payment in terms of Player Rating and Highest
Level Rating. That is, volunteer players, on average, were able to
complete levels of higher difficulty, and thus, given how the under-
lying dynamic challenge level assignment system works, attained
higher ratings while doing so, thereby exhibiting higher levels of
skill. We note that this is in accordance with what we would expect.
The volunteers were recruited using a banner ad on a website for
another human computation game. Thus, we might infer they were
familiar with HCGs, and possibly skilled in playing them.

However, as evidenced by the results, paid recruitment is not
without its merit. Specifically, players under MTURK-LG (i.e. the
greater of the two paid player types) attempted more levels than
both volunteers and players in the smaller pay level while complet-
ing more levels than players in the smaller pay level. Interestingly,
though players under MTURK-LG did attempt more challenge levels
than those under BANNER (i.e. the volunteers), they did not complete
significantly more levels or spend more time playing. In the context
of our game, this means that paying players engaged them enough
in that a higher percentage of them completed the tutorial phase
than the players paid less or those not paid, but the paid players

Exp. 2 Summary BANNER MTURK-LG DELAY NO-DELAY

Main effect of recruitment and delay

Play Time 119s 206.5s 129s 162s

Levels Attempted 3 4 2 4

Levels Completed 3 4 2 4

Main effect of recruitment

Player Rating 1657 1627 1636 1646
Effort/Importance 57% 71% 66% 71%

No differences

Highest Level Rating 1367 1347 1318 1367
Interest/Enjoyment 59% 55% 49% 61%
Perceived Competence 50% 50% 50% 50%
Perceived Choice 88% 82% 84% 82%

Table 2: For experiment 2, summary table of variable val-
ues. Median values are given for each setting of each vari-
able, averaged across the two settings of the other variable.
Surveys reported as percentage of maximum possible value.
Cell shading indicates values involved in main effects.

Exp. 2 DELAY NO-DELAY

Play Time

BANNER 81s 132s
MTURK-LG 154s 269s

Levels Attempted

BANNER 1 3
MTURK-LG 3 6

Levels Completed

BANNER 1 3
MTURK-LG 3 5

Table 3: For experiment 2, medians for each condition for
the variables that had main effect of recruitment and delay:
Play Time, Levels Attempted, and Levels Completed. Introduc-
ing the loading delay had a similar impact, regardless of re-
cruitment strategy.

who did attempt at least one level were not as engaged as the vol-
unteers in solving the challenge tasks. Additionally, as mentioned
previously, the paid players also completed easier levels than the
volunteers. These findings corroborate previous work [21], in that
paying participants might get them to do more work in terms of
task volume, but not necessarily more useful work in terms of task
quality. This is also similar to the result found for the more complex
task by Krause and Kizilcec [16], who found that players did higher
quality work than paid workers, which is similar to the volunteer
players having higher ratings than the paid players in our work.

Finally, measuring self-reported experience via the survey vari-
ables also offered certain interesting insights. Particularly worth
noting is that the measures for Effort/Importance were significantly
higher for players under MTURK-LG than the other two. This seems
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to indicate that players’ sense of the amount of effort they put
in increases with the amount of payment. This is understandable
since the players who were paid less or not at all probably felt less
of an obligation to put in significant effort and went on to self-
report it as such. In addition to Effort/Importance, measures under
MTURK-LG were also higher for Interest/Enjoyment and Perceived
Competence. Thus, players who were paid more derived more inter-
est and felt more competent than those paid less. While you would
expect these measures to be higher for players under BANNER, it
is worth mentioning that only 6% of volunteer players completed
the IMI survey, as opposed to 70% under MTURK-SM and 82% under
MTURK-LG. Thus, meaningful comparisons for the survey measures
could only really be made between the two paid conditions. These
survey completion percentages also make sense. Though players of
one HCG would be intrinsically motivated in playing another, that
wouldn’t necessarily make them similarly motivated to complete a
survey related to the game. On the other hand, players recruited
through crowdsourcing platforms like MTurk, for the most part,
have far more experience completing surveys for pay and thus
probably view it as less of a chore than volunteer players. Again,
we note that completing the survey was voluntary for all players,
not just those recruited as volunteers. This is perhaps highlighted
by the fact that the measures for Perceived Choice are comparable
across all conditions, and also much higher than any of the other
survey variables.

Ultimately, these results are useful as they suggest that there
might be a preferred recruitment strategy depending on the desired
goal. That is, if the goal of a human computation game is to get
players to attempt to solve as many tasks as possible, namely, to
maximize task volume, then paid recruitment seems to be the better
recruitment strategy. On the other hand, if the goal of an HCG is
to get players to solve more difficult and challenging tasks, namely,
to maximize task quality, then volunteer recruitment is likely the
way to go.

7.2 Experiment 2
The results for the second experiment helped answer RQ2: Does
recruitment strategy impact how changes to the game affect par-
ticipant behavior and experience in HCGs? These results did not
provide evidence that recruitment strategy impacts player response
to changes in the game. We found there to be no interaction effects
between recruitment strategy and delay for any of the measured
variables. That is, the different recruitment strategies did not ob-
servably impact the effects of making changes to the game’s design
(like adding a twenty second delay between levels, as in our case).
Perhaps unsurprisingly, we found that introducing delay had a
negative impact on the overall time spent and number of levels
attempted and completed by players (and did not appear to artifi-
cially increase the time spent playing). Additionally, as shown in
Table 3, the negative impact that introducing a delay had on Play
Time, Levels Attempted and Levels Completed was similar, regard-
less of recruitment strategy (even though the absolute values were
different). Thus, though we did find evidence that our change to
the game impacted some of our measures, we did not see evidence
that the impact was modulated by recruitment strategy.

Moreover, the main effects of recruitment largely served to re-
inforce the findings from the first experiment. We can consider a

difference between BANNER and MTURK-LG in experiment 1 as sim-
ilar to a main effect of recruitment in experiment 2. Thus, just as
in experiment 1, we found in experiment 2 that recruitment strat-
egy significantly affected Levels Attempted, Effort/Importance, and
Player Rating in the same direction, with MTURK-LG doing better
for the first two and BANNER doing best for the last. The survey
variables Interest/Enjoyment, Perceived Competence, and Perceived
Choice were not significant in either experiment.

We also observed that some variables appeared to result differ-
ently between the two experiments. Levels Completed had a main ef-
fect of recruitment in experiment 2, but BANNER and MTURK-LGwere
not different in experiment 1; Highest Level Rating was not different
in experiment 2, although BANNER and MTURK-LG were different in
experiment 1; and Play Time had main effects of recruitment and
delay in experiment 2, but was not different in experiment 1. This
may be due to differences in number of conditions and sample size,
or possibly the different statistical tests used due to the different
experiment designs. However, in both experiments, a measure of
the number of tasks (Levels Attempted) was higher for paid recruit-
ment and a measure of the difficulty of tasks (Player Rating) was
higher for volunteer recruitment. Additionally, even for those mea-
surements which were found to have differences in significance
between the two experiments, we see that the differences in the
medians are still in the same direction.

Although in experiment 2 we did not find any interaction effects,
this does not rule them out entirely. It is possible that such effects
might show up with a larger sample size, they might show up for
things that we didn’t measure, or might appear with other games,
games genres, or game changes (rather than the introduction of
delay). Further study could examine these possibilities.

8 CONCLUSION
In this work, we studied how different recruitment strategies affect
players of human computation games in terms of the quantity and
quality of work done, as well as their self-reported measures of
subjective experience. We found that player recruitment via pay-
ment results in a higher volume of tasks being completed while
volunteer recruitment results in a higher quality of completed tasks,
suggesting that paid and voluntary recruitment are the preferred
recruitment strategies for maximizing task volume and task qual-
ity respectively. An additional experiment revealed that these dif-
ferences between recruitment strategies remain consistent if the
game’s design is changed by, for example, adding a loading delay
between levels, as we did.

As touched on in the discussion section, future work could in-
vestigate the potential interaction effects of other changes to the
game’s design. Our choice of using the delay to alter the game’s de-
sign was informed by past work as outlined in the description of the
second experiment and was found to not interact with the effects
of different recruitment strategies. However, it is certainly possible
for other game changes to alter effects of method of recruitment
and would be worth exploring in future studies.

Moreover, our measures of the self-reported subjective experi-
ence of volunteer players were not as informative as we would have
hoped given the low percentage of such players completing the
post-game IMI survey, as compared to the paid players. It would
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be useful to get survey responses from a greater percentage of the
volunteers and see if their self-reported measures of experience cor-
roborate the findings based on the other engagement variables that
we tracked pertaining to the volume and quality of tasks completed.
Given comparable amounts of survey responses, we would likely
expect volunteers to report higher values for Interest/Enjoyment and
Perceived Competence than paid players. Also of interest would be to
figure out alternate methods of gathering self-reported experience
metrics from more players without compromising the voluntary
nature of participation within the in-game tasks. All of these direc-
tions provide fertile ground for future research.
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APPENDIX

Exp. 1 Participants BANNER MTURK-SM MTURK-LG

∗Played 177 162 194
†Attempted challenges 36 29 45
‡Completed survey 11 114 161

Table A1: For experiment 1, counts of participants who com-
pleted each portion of the game and experiment flow. Su-
perscripts are used in Table A2 to indicate which group of
participants was used in the comparisons.

Exp. 1 Statistical Tests

Player Rating† p < .001, H (2) = 28.4
BANNER / MTURK-SM p < .001,W = 901
BANNER / MTURK-LG p < .001,W = 1212.5
MTURK-SM / MTURK-LG n .s .,W = 469

Highest Level Rating† p < .001, H (2) = 21.3
BANNER / MTURK-SM p < .001,W = 853.5
BANNER / MTURK-LG p = .003,W = 1156
MTURK-SM / MTURK-LG n .s .,W = 499

Levels Attempted∗ p = .020, H (2) = 7.78
BANNER / MTURK-SM n .s .,W = 13920
BANNER / MTURK-LG p = .041,W = 14638
MTURK-SM / MTURK-LG p = .066,W = 13509

Effort/Importance‡ p < .001, H (2) = 16.9
BANNER / MTURK-SM n .s .,W = 423.5
BANNER / MTURK-LG p = .045,W = 497
MTURK-SM / MTURK-LG p = .001,W = 6876

Levels Completed∗ p = .065, H (2) = 5.48
BANNER / MTURK-SM n .s .,W = 14933
BANNER / MTURK-LG n .s .,W = 15668
MTURK-SM / MTURK-LG p = .052,W = 13426

Interest/Enjoyment‡ p = .018, H (2) = 7.99
BANNER / MTURK-SM n .s .,W = 631.5
BANNER / MTURK-LG n .s .,W = 724.5
MTURK-SM / MTURK-LG p = .017,W = 7378

Perceived Competence‡ p = .014, H (2) = 8.59
BANNER / MTURK-SM n .s .,W = 698
BANNER / MTURK-LG n .s .,W = 829
MTURK-SM / MTURK-LG p = .010,W = 7261.5

Play Time∗ n .s ., H (2) = 3.39
Perceived Choice‡ n .s ., H (2) = 1.25

Table A2: For experiment 1, summary table of statistical re-
sults from analysis. The first row for each variable is the om-
nibus Kruskal-Wallis test. Additional rows for a variable, if
any, are the post-hoc Wilcoxon Rank-Sum tests with a Bon-
ferroni correction for pairwise comparisons of the three ex-
perimental conditions. Superscripts indicatewhich group of
subjects from Table A1 were used. Row shading indicates
significant and borderline significant differences.

Exp. 2 Participants BANNER BANNER MTURK-LG MTURK-LG
NO-DELAY DELAY NO-DELAY DELAY

∗Played 139 121 127 117
†Attempted challenges 23 16 38 12
‡Completed survey 16 9 109 93

Table A3: For experiment 2, counts of participants who com-
pleted each portion of the game and experiment flow. Su-
perscripts are used in Table A4 to indicate which group of
participants was used in the comparison.

Exp. 2 Statistical Tests

Play Time∗

Recruitment p = .013, F (500) = 6.23
Delay p = .096, F (500) = 2.78
Recruitment:Delay n .s ., F (500) = 0.423

Levels Attempted∗

Recruitment p < .001, F (500) = 16.8
Delay p < .001, F (500) = 32.7
Recruitment:Delay n .s ., F (500) = 0.989

Levels Completed∗

Recruitment p = .001, F (500) = 10.4
Delay p < .001, F (500) = 25.6
Recruitment:Delay n .s ., F (500) = 0.104

Player Rating†

Recruitment p = .029, F (85) = 4.93
Delay n .s ., F (85) = 0.225
Recruitment:Delay n .s ., F (85) = 2.34

Effort/Importance‡

Recruitment p = .088, F (223) = 2.94
Delay n .s ., F (223) = 0.265
Recruitment:Delay n .s ., F (223) = 0.0148

Highest Level Rating†

Recruitment n .s ., F (85) = 2.07
Delay n .s ., F (85) = 0.336
Recruitment:Delay n .s ., F (85) = 1.78

Interest/Enjoyment‡

Recruitment n .s ., F (223) = 1.32
Delay n .s ., F (223) = 2.36
Recruitment:Delay n .s ., F (223) = 0.251

Perceived Competence‡

Recruitment n .s ., F (223) = 1.02
Delay n .s ., F (223) = 0.371
Recruitment:Delay n .s ., F (223) = 0.0337

Perceived Choice‡

Recruitment n .s ., F (223) = 2.19
Delay n .s ., F (223) = 0.0546
Recruitment:Delay n .s ., F (223) = 1.045

Table A4: For experiment 2, summary table of statistical
results from analysis. Shows the ART results for main ef-
fects and interactions. Superscripts indicate which group of
subjects from Table A3 were used. Row shading indicates
significant and borderline significant differences.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Paid Recruitment in Games
	2.2 Comparisons to MTurk
	2.3 Self-Determination Theory

	3 Game Description
	4 Experiment Flow
	4.1 Recruitment
	4.2 Game and Survey
	4.3 Measurements

	5 Experiment 1:Recruitment Strategy
	5.1 Setup
	5.2 Results

	6 Experiment 2:Recruitment Strategy vs. Delay
	6.1 Setup
	6.2 Results

	7 Discussion
	7.1 Experiment 1
	7.2 Experiment 2

	8 Conclusion
	References

